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#### Abstract

Here, we are going to design a stabilized controller for the Stewart platform. A new model of the Stewart platform will be presented which has many applications in the industry. The dynamics of the Stewart platform are presented in two separate systems. One system for the linear motion of the Stewart platform and another system for its angular moment. In addition, we use a quaternion-based method to analyze the dynamics of the Stewart platform. The 6-DOF Stewart-Platform dynamics is nonlinear, then at first by using the feedback linearization method we convert the nonlinear dynamics in new space as a linear state-space. Then we design an $\alpha$ stabilized controller for this platform in linear space. A linear controller for linear motion systems will be designed but for the second system, it must first be linearization and then design controller for it. After design of stabilized-LQR controller for linearized space system, we convert our design to original nonlinear space and exert on system for simulations. The simulations results show that we will succeed to design a controller for the Stewart platform.
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## 1. Introduction

Stewart platform is a parallel robot that employs a closed-loop kinematic chain (CKC). The platform was at the first made in 1965 to simulator aircraft [1]. In particular, when compared to open-loop kinematic chain mechanisms, CKC manipulators have a higher structural rigidity, noncumulative actuator errors, and a proportionally distributed payload to the links, granting a higher strength-to-weight ratio [2]. Therefore, there is significant interest in parallel manipulators in general and in the 6-DOF Stewart platform in particular [3], [4], [5], whose modern applications range from industrial-grade manipulators [6] to offshore cargo transfer mechanisms [7]. The new model of the Stewart platform that is presented in this article has 6 rotary servos. This six-servo motor will connect the base to the top of the Stewart platform with 6 fixed length bars. The joints between the bar and top platform and servo arms and bars should be universal, so as to move in six spatial positions fulfilled. With this scheme, we will able to provide more applications in various industries of this robot. For example, the surgical robot in the medical industry and packaging robots named and etc. Recently, Iranian engineers in Tarbiat Modares University recently build and tested successfully a mobile based Stewart platform [8]. Meanwhile in another Iranian journal we reported the sensivity analysis of this platform with respect to parameter variations [9]. An optimal control methods for control of this robot is reported in [10] and also an optimization-based fuzzy controller are developed in [11].
This paper is organized as follows: in the first section (section3), at first write the rigid-body dynamics of parallel Stewart manipulator and then re-formulize this dynamics using quaternion method. In section4, we using the famous linearization method from nonlinear control systems, i.e. feedback-linearization to convert nonlinear dynamic quaternion model to a linear state-space model. The benefith of linear state-space model is that the design of control in this space is simpler and are developed many years ago by control engineers. In last part of this section we design a stabilized linear quadratic regularor for linearized system and after design in this space, we return the designed state-feedback controller and the parallel robot manipulator to original nonlinear-space for simulation in last part of the section. Finally conclusion results and we give some proposals for future works.

## 2. Nomenclature

Here we introduce the symbols that are used in this paper. They are reported in the following table.

Table 1 Nomenclature of this paper

| Symbol | Definition | Symbol | Definition |
| :---: | :---: | :---: | :---: |
| $\boldsymbol{\omega}$ | Angular velocity | $v$ | Linear velocity |
| $I_{m}$ | Inertia tensor | $R$ | Rotation matrix |
| $\boldsymbol{q}$ | Orientation | $\boldsymbol{J}$ | Jacobian matrix |
| $\boldsymbol{p}$ | Position vector | $\boldsymbol{x}$ | State vector |
| $\boldsymbol{\rho}$ | Quaternion | $\boldsymbol{u}$ | Control vector |
| $\tau$ | Torque vector | $y$ | Output vector |
| $F$ | Force vector | $K$ | Feedback gain |

## 3. Quaternion-based Description of the Stewart Platform

Stewart platform is a 6-DOF parallel manipulator that consists static base and a movable platform which are linked by six variable-length actuators, as depicted in Figure 1.


Figure 1. Stewart platform

### 3.1. Rigid Body Dynamics

In [12] the dynamic model in the joint space of Stewart platform is expressed by:

$$
\begin{align*}
& \ddot{q}=J_{P} \ddot{x}_{P}+U_{P} \text { or } \ddot{x}_{P}=J_{P}^{-1}\left(\ddot{q}-U_{P}\right) \\
& U_{P}=\left[\begin{array}{c}
\left(\omega_{P} \times s_{1}\right)\left(\omega_{P} \times b_{1}\right) \\
\vdots \\
\left(\omega_{P} \times s_{6}\right)\left(\omega_{P} \times b_{6}\right)
\end{array}\right] \tag{1}
\end{align*}
$$

As you see solving this dynamic equation is very difficult and we are going to represent a new method for solving this equation. So let's take a look at Newton-Euler equation of the paper model. The platform is a non-linear coupled system usually modeled using Newton-Euler formalism. By using the classic description of a 3D rigid body with respect to a coordinate frame whose origin coincides with the center of mass of the body, according to [13], the Newton-Euler equations that represent the upper platform are given by:
$\tau=I_{m} \omega+S(\omega) I_{m} \omega$
$F=m \dot{v}$
Here $\tau \in \mathfrak{R}^{3}$ is the torque vector, $I_{m} \in \mathfrak{R}^{3 \times 3}$ is the inertia tensor, and $\omega \in \mathfrak{R}^{3}$ is the angular velocity vector, all represented in the local body frame of the upper platform. Also, $F \in \mathfrak{R}^{3}$ is the force vector and $v \in \mathfrak{R}^{3}$ is the linear velocity vector, where these last two are represented in the global inertial frame, and $m$ is the body mass of the end effector, whose center of mass is described point in Error! Reference source not found. The term $S(\omega) I_{m} \omega$ represents the gyroscopic effect on the platform ${ }^{2}$. In order to relate the dynamics of the velocities, position and orientation of the upper platform, the following mapping will be used,
$\dot{q}=\frac{1}{2}\left[\begin{array}{c}-\rho^{T} \\ a I+S(\rho)\end{array}\right] \omega$
Here, $q=\left[\begin{array}{ll}a & \rho^{T}\end{array}\right] \in \mathfrak{R}^{4}, \rho=\left[\begin{array}{lll}b & c & d\end{array}\right]$ is the body orientation unit quaternion [13] and $p=\left[\begin{array}{lll}p_{x} & p_{y} & p_{z}\end{array}\right]^{T} \in \mathfrak{R}^{3}$ is the position vector of the end effector regarding the global inertial frame, with $p_{x}$, $p_{y}$ and $p_{z}$ related to the $x$-, $y$ and $z$-axis respectively.

Adding the gravity force on the system, the complete dynamics of the upper platform can then be expressed by:

2 In (1) and in further equations, the skew-symmetric matrix $S(x)=\left[\begin{array}{ccc}0 & -x_{3} & x_{2} \\ x_{3} & 0 & -x_{1} \\ x_{2} & x_{1} & 0\end{array}\right], \forall x \in \mathfrak{R}^{3}$ is used to represent the vector cross product.
$\dot{x}=\left[\begin{array}{c}\dot{q} \\ \dot{\omega} \\ \dot{p} \\ \dot{v}\end{array}\right]=\left[\begin{array}{c}\frac{1}{2}\left[\begin{array}{c}-\rho^{T} \\ a I+S(\rho)\end{array}\right] \omega \\ I_{m}^{-1}\left(u_{\tau}-S(\omega) I_{m} \omega\right) \\ m^{-1} \bar{u}_{F}+g\end{array}\right]$
where $u_{\tau} \in \mathfrak{R}^{3}$ is the input torque referenced to the local body frame, $\bar{u}_{F} \in \mathfrak{R}^{3}$ is the input force referenced on the global inertial frame and $g$ is the gravity vector.

### 3.2. Quaternion-based Jacobian

As a standard definition, the Jacobian matrix $\mathbf{J}$ transforms the linear velocities of the six actuators $i \in \mathfrak{R}^{6}$ to the linear and angular velocities of the platform, $\dot{p}_{j} \in \mathfrak{R}^{3}$ and $\omega_{j} \in \mathfrak{R}^{3}$, respectively, with $\mathrm{J}=(\mathrm{T}, \mathrm{B})$. That is,
$\dot{l}=J\left[\begin{array}{llll}\dot{P}_{T} & \omega_{T} & \dot{P}_{B} & \omega_{B}\end{array}\right]$
with angular velocities $\omega_{T}$ and $\omega_{B}$ referenced in each local body frame. Going further, from Figure 2, the vectors $T_{i}$ and $B_{i}$ are defined from the center of the top and bottom platforms, to the $i^{\text {th }}$ top and bottom links, relative to the top and bottom platforms, respectively, and $P_{T}, P_{B}$ are the position vectors of the platforms.


Figure 2 Main vectors of the platform

Consider the Stewart platform and vectors shown on Figure 2. There exists a Jacobian matrix $J \in \mathfrak{R}^{6 \times 12}$ given by

$$
j=\left[\begin{array}{cccc}
n_{1}^{T} & \left(S\left(R_{T}^{I} T_{1}\right) n_{1}\right)^{T} & -n_{1}^{T} & \left(S\left(R_{B}^{I} B_{1}\right) n_{1}\right)^{T}  \tag{6}\\
\vdots & \vdots & \vdots & \vdots \\
n_{6}^{T} & \left(S\left(R_{T}^{I} T_{6}\right) n_{6}\right)^{T} & -n_{6}^{T} & \left(S\left(R_{B}^{I} B_{6}\right) n_{6}\right)^{T}
\end{array}\right]
$$

if the relation (5) holds true, where
$n_{i}=\frac{L_{i}}{\left\|L_{i}\right\|}$
is an unit vector with the same direction of the $\boldsymbol{i}^{\text {th }}$ leg $L_{i},(i=1, \ldots, 6)$ such as
$L_{i}=R_{T}^{I}+p^{T}-\left(R_{B}^{I} B_{i}+p^{B}\right)$
and $R_{T}^{I}$ and $R_{B}^{I}$ are the rotation matrices regarding the global inertial frame of the platforms, given by

$$
\begin{equation*}
R_{j}\left(a_{j}, \rho_{j}\right)=I+2 a_{j} S\left(\rho_{j}\right)+2 S^{2}\left(\rho_{j}\right) \tag{9}
\end{equation*}
$$

where $a_{j}$ and $\rho_{j}$ are the real and imaginary values of $q_{j}, j=T, B$. If the global inertial frame coincides with the local reference frame of the bottom platform of the manipulator, (8) is simplified to
$L_{i}=R_{T}^{I}+p^{T}$
and the Jacobian matrix (6) is given by

Another important result used in this work is that use of the Jacobian matrix to relate the forces and torques of the platform to the forces of the six actuators that power the manipulator.

If J is a Jacobian matrix, its transpose $J^{T}$ may also be used to relate the linear forces of the six actuators $f_{l}=\left[\begin{array}{lll}f l_{1} & \cdots & f l_{6}\end{array}\right]$ to the forces and torques applied on the top ( $F_{T}$ and $\tau_{T}$ ) and bottom platforms ( $F_{B}$ and $\tau_{B}$ ), that is
$F=\left[\begin{array}{c}F_{T} \\ \tau_{T} \\ F_{B} \\ \tau_{B}\end{array}\right]=J^{T} f_{l}$

## 4. Control Strategies

According to the (4) we can extract two systems for Stewart platform. Once for linear motion of platform ( $\bar{S}_{1}$ )
and another for angular motion of Stewart platform ( $\bar{S}_{2}$ ). So we have
$\bar{S}_{1}=\left\{\begin{array}{l}{\left[\begin{array}{c}\dot{p} \\ \dot{v}\end{array}\right]=\left[\begin{array}{ll}0 & I \\ 0 & 0\end{array}\right]\left[\begin{array}{l}p \\ v\end{array}\right]+\left[\begin{array}{c}0 \\ m^{-1} I\end{array}\right] u_{\tau}} \\ x_{1}=\left[\begin{array}{l}p \\ v\end{array}\right]\end{array}\right.$
Where $u_{F}=\bar{u}_{F}-g$ and:

$$
\bar{S}_{2}=\left\{\begin{array}{l}
{\left[\begin{array}{c}
\dot{q} \\
\dot{\omega}
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{2}\left[\begin{array}{c}
-\rho^{T} \\
a I+S(\rho)
\end{array}\right] \omega \\
I_{m}^{-1}\left(u_{\tau}-S(\omega) I_{m} \omega\right)
\end{array}\right]+\left[\begin{array}{c}
0 \\
0 \\
I_{m}^{-1}
\end{array}\right] u_{\tau}}  \tag{14}\\
x=\left[\begin{array}{c}
q \\
\omega
\end{array}\right]
\end{array}\right.
$$

Therefore, our aim in this section is design two separate controllers for each of these systems. First design an LQR controller for the linear system $\left(\bar{S}_{1}\right)$ and then controller design for the angular system ( $\bar{S}_{2}$ ) will be discussed later. Because this system is a nonlinear system, first of all linearization operations will be done for the system and then controller design is done.

## 4.1. $\alpha$-Stabilized Controller

We consider a continuous-time linear system described by
$\dot{x}=A x+B u$
$y=C x$
In which y is the output of the system and C is the output matrix. Since we are designing a state-feedback system while keeping in mind that all state variables are available for measurement, y can consist of all six state variables and C can thus be an identity matrix. The performance index J that must be minimized to achieve $\alpha$-stabilized controller for the above linear system is as follows [14-15]:

$$
\begin{equation*}
\cos t=\int_{0}^{\infty} e^{-2 a t}\left(x^{T} Q x+u^{T} R u+2 x^{T} N u\right) d t \tag{16}
\end{equation*}
$$

In which x is a vector of state variables, u is a vector of system inputs, and $\mathrm{Q}, \mathrm{R}, \mathrm{N}$ are weighting matrices chosen by the designer [12]. The matrices Q and R signify the trade-off between performance and control effort respectively. It should be noted that the control law that minimizes $J$ is given by linear state-feedback $u=-K x$.
Using MATLAB and the numerical values in Section Error! Reference source not found., we find that,
$K=\left[\begin{array}{cccccc}1 & 0 & 0 & 1.649 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1.649 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1.649\end{array}\right]$
With a simple LQR, i.e, $\alpha=0$, all poles of state matrix A lie on an imaginary axis which makes the system becomes unstable. For solving this problem, we use the (Alpha) matrix to transfer poles from the imaginary axis. If we do so, a new controller matrix (K) can be achieved,

$$
K=\left[\begin{array}{ll}
857.3832 I_{3 \times 3} & 254.7939 I_{3 \times 3} \tag{18}
\end{array}\right]
$$

With $\alpha=2$ and using control law $\mathrm{u}=-\mathrm{Kx}$, system will be stable as Figure 3.


Figure 3 linear system with $L Q R$ controller and without controller

### 4.2. Angular system of Stewart platform

For the attitude control of the Stewart platform, the rotational movement can be extracted and simplified in order to design a feedback linearization controller. Feedback linearization transforms a non-linear system into a linear one, then by input-output feedback linearization the system is linearized and a state feedback control law is obtained by pole placement.
Now consider the angular position $q$ and velocities $\omega$ of the platform represented by the system $\bar{S}_{2}$, It will rewrite
$\dot{x}=f(x)+g(x) u$
$y=h(x)$
Where the quaternion vector is $\left[\begin{array}{llll}a & b & c & d\end{array}\right]=\left[\begin{array}{llll}q_{1} & q_{2} & q_{3} & q_{4}\end{array}\right]$ and $\mathrm{f}(\mathrm{x})$ is nonlinear state matrix equals
$f(x)=\left[\begin{array}{c}\frac{1}{2}\left(-\omega_{x} q_{2}-\omega_{y} q_{3}-\omega_{z} q_{4}\right) \\ \frac{1}{2}\left(\omega_{x} q_{1}+\omega_{z} q_{3}-\omega_{y} q_{4}\right) \\ \frac{1}{2}\left(\omega_{y} q_{1}-\omega_{z} q_{2}+\omega_{x} q_{4}\right) \\ a_{1} \omega_{y} \omega_{z} \\ a_{2} \omega_{x} \omega_{z} \\ a_{3} \omega_{x} \omega_{y}\end{array}\right]$
where the state variables are $\left[\begin{array}{lllllll}q_{1} & q_{2} & q_{3} & q_{4} & \omega_{y} & \omega_{y} & \omega_{z}\end{array}\right]$ and
$a_{1}=\frac{I_{y}-I_{z}}{I_{x}}, a_{2}=\frac{I_{z}-I_{x}}{I_{y}}, a_{3}=\frac{I_{x}-I_{y}}{I_{z}}$
And $I_{m}=\left[\begin{array}{lll}I_{x} & I_{y} & I_{z}\end{array}\right]$ is the top platform tensor of inertia. Input matrix in (18) is equal to

$$
\begin{align*}
& g(x)=\left[\begin{array}{lll}
g_{1}(x) & g_{2}(x) & g_{3}(x)
\end{array}\right]= \\
& {\left[\begin{array}{ccc} 
& \mathbf{0}_{4 \times 3} \\
b_{1} & 0 & 0 \\
0 & b_{2} & 0 \\
0 & 0 & b_{3}
\end{array}\right]} \tag{23}
\end{align*}
$$

Where $\quad b_{1}=\frac{r_{T} \cos (120)}{I_{x}}, b_{2}=\frac{r_{T}}{I_{y}}, a_{3}=\frac{1}{I_{z}}$. Also output matrix of (20) is equal to $y=\left[\begin{array}{lll}h_{1}(x) & h_{2}(x) & h_{3}(x)\end{array}\right]=\left[\begin{array}{lll}q_{2} & q_{3} & q_{4}\end{array}\right]$.

### 4.3. FEEDBACK LINEARIZATION TECHNIQUE

This section deals with the design of a quaternion-based feedback control scheme for the purpose of transforming the nonlinear system (20) into a linear and controllable system. Each of the output components is differentiated a sufficient number of times until a control input component appears in the resulting equation. Using the Lie derivative, input-output linearization can transform the nonlinear system into a linear system. Then we can apply a linear control law for the linearized system.

### 4.4. INPUT-OUTPUT FEEDBACK LINEARIZATION TECHNIQUE

Furthermore, there are two feedback linearization methods that are [17-18]:
(a)- Input-state feedback linearization
(b)- Input-output feedback linearization

The input-output feedback linearization technique is summarized by three rules;

- Deriving output until input appears
- Choosing a new control variable which provides to reduce the tracking error and eliminate the nonlinearity
- Studying stability of the internal dynamics which are part of system dynamics cannot be observed in input-output linearization.

The vector relative degree of the system (20) is, $\left[\begin{array}{lll}r_{1} & r_{2} & r_{3}\end{array}\right]=\left[\begin{array}{lll}2 & 2 & 2\end{array}\right]^{T}$ while the dimension of the system is 7. Since $r_{1}+r_{2}+r_{3}=6<7$, the nonlinear system can be input-output linearized only. Thus, we have [15]:
$\left[\begin{array}{l}y_{1}^{\left(\eta_{1}\right)} \\ y_{2}^{\left(r_{2}\right)} \\ y_{3}^{\left(r_{3}\right)}\end{array}\right]=D(x)+H(x)$
Where $D(x)$ and $\mathrm{H}(x)$ are computed as [13-14]:
$D(x)=\left[\begin{array}{l}L_{f}^{r_{1}} h_{1}(x) \\ L_{f}^{r_{2}} h_{2}(x) \\ L_{f}^{r_{3}} h_{3}(x)\end{array}\right]$
$H(x)=\left[\begin{array}{c}L_{f}^{\eta} h_{1}(x) \\ L_{f}^{h_{2}} h_{2}(x) \\ L_{f}^{\zeta_{3}} h_{3}(x)\end{array}\right] \times$
$\left[\begin{array}{ccc}L_{g_{1}} L_{f}^{n-1} h_{1}(x) & \cdots & L_{g_{3}} L_{f}^{n-1} h_{1}(x) \\ \vdots & \ddots & \vdots \\ L_{g_{1}} L_{f}^{h_{3}-1} h_{3}(x) & \cdots & L_{g_{3}} L_{f}^{h_{3}-1} h_{3}(x)\end{array}\right]$
Where the Lie derivatives are defined as [17-18]:
$L_{f} h_{i}(x)=\sum_{j=1}^{7} \frac{\partial h_{i}}{\partial x_{i}} f(x)$
$L_{f}^{\eta-1} h_{i}(x)=L_{f}\left(L_{f}^{\eta_{i}-1} h_{i}(x)\right)=\sum_{j=1}^{7} \frac{\partial L_{i}^{\eta_{i}-1} h_{i}}{\partial x_{i}} f(x)$
$L_{g_{i}} L_{f}^{r_{i}^{i-1}} h_{i}(x)=\sum_{j=1}^{7} \frac{\partial L_{i}^{h_{i}^{i-1}} h_{i}}{\partial x_{i}} g_{i}(x), i=1,2,3$

The feedback linearization is feasible if and only if the matrix $\mathrm{H}(\mathrm{x})$ is nonsingular, which means that $|H(x)| \neq 0$. We can obtain the matrix $\mathrm{H}(\mathrm{x})$ by calculating Eq. (24)
$\mathrm{H}(x)=\frac{1}{2}\left[\begin{array}{ccc}b_{1} q_{1} & -b_{2} q_{4} & b_{3} q_{3} \\ b_{1} q_{4} & b_{2} q_{1} & -b_{3} q_{2} \\ -b_{1} q_{3} & b_{2} q_{2} & b_{3} q_{1}\end{array}\right]$
And we will obtain:
$|H(x)|=\frac{1}{8} b_{1} b_{2} b_{3}\left(q_{1}^{2}+q_{2}^{2}+q_{3}^{2}+q_{4}^{2}\right) q_{1}=\frac{1}{8} b_{1} b_{2} b_{3} q_{1}$
when, $q_{1} \neq 0$ the matrix $\mathrm{H}(\mathrm{x})$ is nonsingular and the input-output linearization problem is solvable for the nonlinear system of equation (18). By using the FeedbackDecoupling [15] of this multivariable system and Letting v
$=\mathrm{D}(\mathrm{x})+\mathrm{H}(\mathrm{x}) \mathrm{u}$, we can compute the control law of the form [15, 19]:
$u=H^{-1}(x)(v-D(x))$

### 4.5. Linear Control for Feedback Linearized System

Using the feedback linearization technique, the system (10) can be transformed into a system that, in suitable coordinates, is input-output linearized and controllable. The change of coordinates $\xi=\Phi(\mathrm{x})$ is given by
$\xi_{1}=h_{1}(x)=q_{2} \quad \xi_{4}=L_{f} h_{1}(x)=\dot{q}_{2}$
$\xi_{2}=h_{2}(x)=q_{3} \quad \xi_{5}=L_{f} h_{1}(x)=\dot{q}_{3}$
$\xi_{3}=h_{3}(x)=q_{4} \quad \xi_{6}=L_{f} h_{1}(x)=\dot{q}_{4}$
In the new coordinates, the system appears as:

$$
\begin{align*}
& \dot{\xi}=A \xi+B v  \tag{29}\\
& y=C \xi
\end{align*}
$$

In which, $\xi=\left[\begin{array}{llllll}\xi_{1} & \xi_{2} & \xi_{3} & \xi_{4} & \xi_{5} & \xi_{6}\end{array}\right]$, and
$A=\left[\begin{array}{ll}\mathbf{0}_{3 \times 3} & \mathrm{I}_{3 \times 3} \\ \mathbf{0}_{3 \times 3} & \mathbf{0}_{3 \times 3}\end{array}\right] B=\left[\begin{array}{c}\mathbf{0}_{3 \times 3} \\ \mathrm{I}_{3 \times 3}\end{array}\right] C=\left[\begin{array}{ll}\mathrm{I}_{3 \times 3} & \mathbf{0}_{3 \times 3}\end{array}\right]$
For the linear system (29), one can design a controller using a linear control law, which assigns the poles of the closed loop linear system to desired positions. The LQR controller law is used in this study. Once again we review the steps in section A to design controller law for linear system (29).
Using MATLAB and the numerical values in Section Error! Reference source not found., we find that,

$$
K=\left[\begin{array}{ll}
400.4 I_{3 \times 3} & 40 I_{3 \times 3} \tag{31}
\end{array}\right]
$$

In this controller law, we use the (Alpha) matrix to transfer poles from the imaginary axis. If we apply this controller law to the nonlinear system (20) behavior of the system states will be as follows:


Figure 4 nonlinear system with controller $K$
As you can see the system was not stable ideally. We change the weighting coefficients matrix K for system stability. If we change the weighting coefficients matrix K of the nonlinear system (20) will be stable as


Figure 5 nonlinear system with new controller $K$ and $\alpha=10$
In this step, the controller matrix K will be as follows:

$$
K=\left[\begin{array}{ll}
5047.4 I_{3 \times 3} & 278.5605 I_{3 \times 3} \tag{32}
\end{array}\right]
$$

Where the new weighting coefficients matrix in performance index J , will be as follows:
$Q=\left[\begin{array}{cc}\mathbf{0}_{3 \times 3} & 312500 \mathrm{I}_{3 \times 3} \\ 312500 \mathrm{I}_{3 \times 3} & \mathbf{0}_{3 \times 3}\end{array}\right], R=5 \mathrm{I}_{3 \times 3}$

## 5. Conclusions and future works

In this section, we analyze the results of the Stewart platform nonlinear system. As we saw in the previous section, the Stewart platform was stable. Now consider the state matrix A in (29), we're going to move the poles of this matrix and check the result on the stability of the Stewart platform. First, define the parameter of the Stewart platform in Table 2.

Table 2 Stewart platform parameter

| Parameter | symbol |  | Initial value |
| :--- | :---: | :--- | :---: | :--- |
| Mass of platform <br> $(\mathrm{Kg})$ | $\boldsymbol{M}$ | 1.26 |  |
| Inrtial tansor <br> $\left(\mathrm{Kgm}^{2}\right)$ | $\boldsymbol{I}_{m}$ | $10^{-4} \times \operatorname{diag}\left[\begin{array}{lll}1.705 & 1.705 & 3.408\end{array}\right]^{T}$ |  |
| Gravity $\left(m / s^{2}\right)$ | g | 9.85 |  |
| Sampling period $(\mathrm{s})$ <br> Top platform radius <br> (mm) | T | 0.01 |  |
| Initial position,Top <br> platform | $\boldsymbol{r}_{T}$ | 115 |  |
| Initial orientation, <br> Top platform | $q_{0}$ | $[0,0,150]$ |  |

Using the matrix alpha to change the pole position of state matrix A and then check the stability of the platform. So, we change alpha from 1 to 100 and see the effect on the change of maximum weighting coefficient in the K matrix.


Figure 6 maximum weighting coefficient of $K$ with respect to $\alpha$
With this change to the state matrix of platform, we'll review how to change the controller parameters and the Stewart platform. Figure 7 and Figure 8 show the change of maximum and minimum overshoot when we apply the LQR controller on the Stewart platform.


Figure 7 maximum overshoot of platform state with first $K$


Figure 8 minimum overshoot of platform state with first $K$
It is obvious that by increasing the amount of alpha, the overshoots also increase. If we apply this change on the corrected coefficient matrix LQR controller (K), this change will be as Figure 9 and Figure 10.


Figure 9 maximum overshoot of platform state with corrected coefficient $K$


Figure 10 minimum overshoot of platform state with corrected coefficient $K$
It can be seen that by increasing the alpha value of 70, the lowest overshoot achieved. Figure 11 show the nonlinear system with effects of alpha=70 on the LQR controller matrix (K).



Figure 11 nonlinear system with corrected coefficient K controller and alpha=70

For future work, someone can use model predictive control (MPC) for feedback-linearized Stewart platform or using neural-network model predictive control (NNMPC) which it may to better results to LQR for feedback-linearized quaternion model.
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