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In this paper, trajectory generation for the 4 DOF arm of SURENA III humanoid 

robot with the purpose of optimizing energy and avoiding a moving obstacle is 

presented. For this purpose, first, kinematic equations for a seven DOF 

manipulator are derived. Then, using the Lagrange method, an explicit dynamics 

model for the arm is developed. In the next step, in order to generate the desired 

trajectory for the arm, two different methods are utilized. In the first method, each 

joint motion is presented by a quadratic polynomial. In the second one, the end 

effector’s path has been considered as 3 polynomial functions. Also, a known 

moving spherical obstacle with a linear path and constant velocity is considered in 

robot workspace. The main goal of optimization is to reduce the consumed energy 

by the arm in a movement between two known points in a specified time frame to 

avoid the moving obstacle. Initial and final velocities of the arm are set as zero. 

To this end, the optimization is carried out using Genetic Algorithm. Finally, in 

order to obtain the most reliable solutions for trajectory generation, many 

optimizations with various parameters are conducted and the results are presented 

and discussed. 
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1. Introduction  

In recent decades, many industries such as car 

fabrication employed robotic arms instead of human 

resources. Moreover, these arms are as a part of some 

more complicated anthropomorphic systems, such as 

humanoid robots. Therefore, many studies have been 

carried out on these robots. Design and fabrication, 

selecting suitable actuator, trajectory generation, 

controlling the robot etc. are challenges of this field. 

Normally, humanoid robots arms have four or seven 

DOF (weather they are equipped with a three DOF 

wrist or not) that made them redundant.  

Selecting suitable actuator and actuators 

performance are the important issues, while designing 

the robot. Moreover, due to the usage of batteries in 

robots, trajectory generation and optimum movement 

may be important. Therefore many studies have been 
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done for optimizing the robots trajectories in terms of 

energy consumption.   In this notion, Field and 

Stepanenko minimized consumed energy of the robot 

by a suitable trajectory generation, using a repetitive 

coding method [1]. Hirakawa and Kawamura 

introduced a new method for generating trajectory of a 

redundant robotic arm that could optimize robot energy 

consumption [2]. Moreover, Saramago and Stefen 

generated trajectory of a robotic arm by the goal of 

minimizing energy consumption and traveling time [3]. 

Furthermore, Ding et al. optimized dynamic of 

redundant robotic arm, using recurrent neural network 

[4]. Zhang et al. optimized a 6 DOF robotic arm 

dynamic, using a GA [5]. 

Minimizing the actuators applying torque is another 

optimization problem. Therefore Zhang et al. optimized 

joint’s applied torque of a redundant robotic arm 

employing A Unified Quadratic-Programming-Based 

Dynamical System [6]. Also, Ma developed a new 

formulation technique for local torque optimization of 

redundant manipulators [7].  

Another important issue while generating trajectory 

of a robotic manipulator is existence of moving or fixed 

obstacles and collision possibility. Guo and Hsia 

avoided collision of a redundant arm and obstacle, 

using joints trajectory generation [8].  Moreover, Baba 

and Kubota avoided obstacle collision of a robotic arm 

exploiting Genetic Algorithm [9]. Also, Zhang and 

Wang did the same procedure, using a dual neural 

network [10].  

Combination of optimizing the energy consumption 

and obstacle avoidance of a robotic arm is one of the 

challenges while generating trajectory of manipulators. 

To do so, Kawato et al. employed Cascade Neural 

Network Model Based on Minimum Torque-Change 

Criterion to optimize energy consumption of a 

manipulator while avoiding obstacle [11]. Deo and 

Walker minimized energy consumption of a planar 

robotic arm while avoiding obstacles [12]. Also, 

Saramago and Steffen avoided a fixed obstacle while 

minimizing the consumed energy [13]. Zhu et.al 

minimized consumed energy of a planar robotic arm 

while avoiding a fixed obstacle [14]. Other studies have 

been carried in this field [15-17] but none of them 

considered both the moving obstacle and a robotic arm 

movement in 3D space. In recent years, different 

studies have been done in this subject. Serdar Kucuk 

minimized consumed energy of a 3-RRR fully planar 

parallel manipulator, using PSO [18]. Also in 2015 Hui 

and Zhijiang planned a path for a Planar Redundant 

Manipulators to avoidance obstacles, using Workspace 

Density [19]. 

The main aim of this research is to generate joint 

trajectories of a robotic arm based on polynomials time 

functions, while optimizing consumed energy of the 

robot in the presence of moving obstacles. For this 

purpose, SURENA III Iranian national humanoid 

robot’s arm have been used. 

 

Figure 1. SURENA III’s arm 

 

 

Figure 2. SURENA III humanoid robot 

2. Robotic Arm Kinematic  

As it is illustrated schematically in fig1, the 

SUERNA III robot’s arm has 7 DOF which is 

composed of three DOFs in shoulder, one DOF in 

elbow and three DOFs in wrist. In order to encapsulate 

the forward kinematics set of equations, the coordinate 

axes are attached to the joints based on Denavit-

Hartenberg convention and the parameters are 

calculated and specified in table (1). The numbering 

and arrangement of the DOFs are specified in table (2). 
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Figure 3. Robot structure 

 

  

Figure 4. Robotic Arm 

 

Table 1. Robot Denavit-Hartenberg parameters 

θi di ai αi  i 

θ1 0 0 -90 1 

θ2 0 0 -90 2 

θ3 0.25 0 -90 3 

θ4 0 0 90 4 

θ5 0.24 0 -90 5 

θ6 
0 0 90 6 

θ7 
0 0 0 7 

 

 

Table 2. Robot Degrees of Freedom 

Number DOF 

1 Shoulder Flexion/Extension 

2 Shoulder Abduction/Adduction 

3 Shoulder Rotation 

4 Elbow 

5 Wrist Rotation 

6 Wrist Abduction/Adduction 

7 Wrist Flexion/Extension 

By multiplying the transformation matrices 

successively, the position and orientation of the end-

effector with respect to the base of the arm are 

calculated. 

𝑃𝑊
𝐵 = 𝑇1

𝐵 𝑇2
1 𝑇3

2 𝑇4
3 𝑇5

4 𝑇6
5 𝑇𝑊

6   𝑃𝑊
𝑤  

Where 𝑃𝑊
𝐵  represents position of the wrist with 

respect to base of the arm. The forward kinematics 

procedure may be carried out to yield posture of the 

end-effector. Since the object grasping or manipulation 

are not of concern during obstacle avoidance, the 3 

DOFs of the wrist are not included during the modeling 

and analyses. Therefore, using shoulder and elbow’s 

DOFs, position of end-effector can be achieved: 

𝑃𝑊
𝐵 = 𝑇1

𝐵 𝑇2
1 𝑇3

2 𝑇𝑊
3 𝑃𝑊

𝑤  

Using the above equation, position components of 

the end effector may be obtained as equations below: 

𝑋𝑒𝑓

= −𝑙2 sin 𝜃4 (cos 𝜃1 cos 𝜃3

+ sin 𝜃1 sin 𝜃2 sin 𝜃3) − 𝑙1 cos 𝜃2 sin 𝜃1

− 𝑙2 cos 𝜃2 cos 𝜃4 sin 𝜃1 



𝑌𝑒𝑓

= 𝑙1 sin 𝜃2 + 𝑙2 cos 𝜃4 sin 𝜃2

− 𝑙2 cos 𝜃2 sin 𝜃3 sin 𝜃4 + 0.065
 

𝑍𝑒𝑓

= 𝑙2 sin 𝜃4 (cos 𝜃3 sin 𝜃1

− cos 𝜃1 sin 𝜃2 sin 𝜃3) − 𝑙1 cos 𝜃1 cos 𝜃2

− 𝑙2 cos 𝜃1 cos 𝜃2 cos 𝜃4



Where 𝑙1 = 0.25 𝑚, 𝑙2 = 0.24 𝑚.Moreover, position of 

elbow can be achieved as below: 

 

 

𝑋𝑒𝑙 = −𝑙1 cos 𝜃2 sin 𝜃1 

𝑌𝑒𝑙 = 𝑙1 sin 𝜃2 + 0.065 

𝑍𝑒𝑙 = −𝑙1 cos 𝜃1 cos 𝜃2 
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In order to compare two different approaches for 

generating trajectory of robot’s end effector, the 

trajectory generation has been done for joints and end 

effector. In the first method, joint’s angles have been 

considered as quadratic polynomials as below: 

 𝜃1 = 𝑎1𝑡4 + 𝑎2𝑡3 + 𝑎3𝑡2 + 𝑎4𝑡 + 𝑎5 

 𝜃2 = 𝑎6𝑡4 + 𝑎7𝑡3 + 𝑎8𝑡2 + 𝑎9𝑡 + 𝑎10 

 𝜃3 = 𝑎11𝑡4 + 𝑎12𝑡3 + 𝑎13𝑡2 + 𝑎14𝑡 + 𝑎15 

 𝜃4 = 𝑎16𝑡4 + 𝑎17𝑡3 + 𝑎18𝑡2 + 𝑎19𝑡 + 𝑎20 

In the second method the end effector’s trajectory is 

considered as three time dependent polynomials as 

below: 

 𝑥 = 𝑎1𝑡4 + 𝑎2𝑡3 + 𝑎3𝑡2 + 𝑎4𝑡 + 𝑎5 

 𝑦 = 𝑎6𝑡4 + 𝑎7𝑡3 + 𝑎8𝑡2 + 𝑎9𝑡 + 𝑎10 

 𝑧 = 𝑎11𝑡4 + 𝑎12𝑡3 + 𝑎13𝑡2 + 𝑎14𝑡 + 𝑎15 

In the second method, in order to find joint’s angles, 

inverse kinematics needs to be solved. 

3. Inverse Kinematics 

In order to solve the inverse kinematics problem of 

the under-study redundant arm, the redundancy 

resolution is adopted using all of the joints of the arm. 

Hence: 

𝑞̇7×1  = 𝐽7×6
ϯ

𝑥̇6×1 + (𝐼7×7 − 𝐽7×6
ϯ

𝐽6×7)𝑘7×1 

Where 𝑞̇, 𝐽7×6
ϯ

 and 𝑥̇6×1 represent joint space 

velocity vector, jacobian matrix and task space velocity 

vector, respectively. Also, 𝑘7×1  is a vector of constants 

that specify the redundancy resolution technique that is 

adopted. In fact, the second term in right-hand-side of 

Eq. (14) specifies null space motion (motion in joint 

space which does not affect task space). In other word, 

the first term in right-hand-side of Eq. (14) guarantees 

the first task of the end effector which is moving on a 

predefined path to be fulfilled, and the second term, 

without any interference to the first task, exploit the 

redundant degree(s) of freedom to assure another task 

implementation. For instance, the redundant degrees of 

freedom can be exploited to obstacles are avoided or 

singularities are evaded.  

In order to have motion with minimum ‖𝑞̇7×1‖2 , the 

motion in null space should be set to zero. Doing so, 

the joint space velocities can be calculated: 

𝑞̇7×1  = 𝐽7×6
ϯ

𝑥̇6×1 

It should be noted that by using Eq. (15) the joint space 

velocities are calculated and velocity control in joint 

space should be adopted to realize the desired motion. 

However, in this approach calculation of pseudo-

inverse of a 7 × 6  matrix is needed and the control of 

position and orientation of the end-effector are coupled.  

In this paper, the main focus is on the end effector’s 

positions. Therefore in order to simplify the 

calculations Eq. (15) can be changed into:  

𝑞̇4×1  = 𝐽4×3
ϯ

𝑥̇3×1 

In this equation, 𝑥̇3×1 is the desired position of the wrist 

and the desired values for joint space velocities that are 

calculated to produce minimum ‖𝑞̇4×1‖2. As a result, 

the shoulder and elbow velocity of the joints should be 

controlled to realize desired motion for the wrist. 

4. Dynamic Model of Manipulator 

There are different approaches to model dynamic 
behavior of a robotic manipulator such as Newton-Euler 
and Lagrange. In this paper, Lagrange approach has 
been chosen for its simplicity. In this approach, joint’s 
required torque can be achieved using the robots kinetic 
and potential energy. Main Lagrange equations can be 
written as : 
 

 𝐾 =
1

2
𝑚1𝑉1

2 +
1

2
𝑚2𝑉2

2 

 𝑈 = 𝑚1𝑔(𝑙1 + 𝑍𝑒𝑙) + 𝑚2𝑔(𝑙1 + 𝑙2 + 𝑍𝑒𝑓) 

 𝐿 = 𝐾 − 𝑈 

 𝜏 =
𝑑

𝑑𝑡

𝜕𝐿

𝜕𝜃̇
− 

𝜕𝐿

𝜕𝜃
 

 

     Where  𝑚1 = 0.43𝑘𝑔 ,  𝑚2 = 0.4𝑘𝑔, m2 = 0.4Kg 

l1=0.25m 𝑙1 = 0.25 𝑚 ,  𝑙2 = 0.24 𝑚 Furthermore, in 

order to calculate  𝑉1, 𝑉2 it can achieved 

using  𝑋𝑒𝑙 , 𝑌𝑒𝑙 , 𝑍𝑒𝑙 , 𝑋𝑒𝑓 , 𝑌𝑒𝑓 , 𝑍𝑒𝑓’s derivative with respect 

to time. 

 𝑉1 = √𝑋̇𝑒𝑙
2 + 𝑌̇𝑒𝑙

2 + 𝑍̇𝑒𝑙
2  

 𝑉2 = √𝑋̇𝑒𝑓
2 + 𝑌̇𝑒𝑓

2 + 𝑍̇𝑒𝑓
2  

5. Optimizing Robots Movements 

In order to optimize robot’s movements, a Genetic 

Algorithm has been employed. The considered 

objective function is the consumed energy of the arm 

which may be specified by the following equation: 

 
 𝐸 = ∑ 𝜏𝑖

4

𝑖=1

𝑞̇𝑖 = 𝜏1𝑞̇1 + 𝜏2𝑞̇2 + 𝜏3𝑞̇3 + 𝜏4𝑞̇4 

In this equation 𝜏 represents the joint actuating torque, 
while 𝑞̇ denotes the joint velocity. The arbitrary path 
that is considered for the robot is such that the end-
effecter should start from the point    [37,-10,-11] with 
zero velocity, and end its motion at the point [25, 20, 5] 
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with zero velocity.  As it has been mentioned earlier, 
two different approaches are considered to generate 
trajectory of the robot. For the first method, the 
optimization constraints may be specified as below. In 
order to calculate the initial and final joint angles, the 
inverse kinematics is exploited. 
 

 

𝑎5 = −
55𝜋

180
 , 𝑎10 =

1.33𝜋

180
 

𝑎15 = −
54.85𝜋

180
 , 𝑎20 = −

62.11𝜋

180
 

𝑎4 = 𝑎9 = 𝑎14 = 𝑎19 = 0 

16𝑎1 + 8𝑎2 + 4𝑎3 + 2𝑎4 + 𝑎5 = −
50𝜋

180
 

16𝑎6 + 8𝑎7 + 4𝑎8 + 2𝑎9 + 𝑎10 =
67.51𝜋

180
 

16𝑎11 + 8𝑎12 + 4𝑎13 + 2𝑎14 + 𝑎15 = −
25.35𝜋

180
 

16𝑎16 + 8𝑎17 + 4𝑎18 + 2𝑎19 + 𝑎20 = −
106.58𝜋

180
 

32𝑎1 + 12𝑎2 + 4𝑎3 + 𝑎4 = 0 

32𝑎6 + 12𝑎7 + 4𝑎8 + 𝑎9 = 0 

32𝑎11 + 12𝑎12 + 4𝑎13 + 𝑎14 = 0 

32𝑎16 + 12𝑎17 + 4𝑎18 + 𝑎19 = 0 

 

For the second method the constraints can be considered 
as below:  

 

 

𝑎5 = 0.37, 𝑎10 = −0.1, 𝑎15 = −0.11 

𝑎4 = 𝑎9 = 𝑎14 = 0 

16𝑎1 + 8𝑎2 + 4𝑎3 + 2𝑎4 + 𝑎5 = 0.25 

16𝑎6 + 8𝑎7 + 4𝑎8 + 2𝑎9 + 𝑎10 = 0.2 

16𝑎11 + 8𝑎12 + 4𝑎13 + 2𝑎14 + 𝑎15 = 0.05 

32𝑎1 + 12𝑎2 + 4𝑎3 + 𝑎4 = 0 

32𝑎6 + 12𝑎7 + 4𝑎8 + 𝑎9 = 0 

32𝑎11 + 12𝑎12 + 4𝑎13 + 𝑎14 = 0 

 

Moreover, a spherical obstacle with 3 cm diameter 
from arbitrary point of [42, 12, 0] with a known straight 
path with equation (18) is considered. 

 

 

𝑋𝑜𝑏𝑠 = −0.0218 𝑡 + 0.42 

𝑌𝑜𝑏𝑠 = −0.0218 𝑡 + 0.12 

𝑍𝑜𝑏𝑠 = −0.0218 𝑡 

 

In order to avoid the obstacle, a penalty function is 
added to the goal function. Hence, the normal distance 
between the center of spherical obstacle and the end-
effecter would be calculated in each iteration, and if this 
distance is less than sum of sphere and manipulator 
arm’s radius penalty function amount would be added as 
below: 

 

Figure 5. Distance between obstacle and robot arm 

 𝐼𝑓 {
𝑑1 < 0.05   𝑚 = 100
𝑑1 ≥ 0.05       𝑚 = 0

 ;   𝐼𝑓 {
𝑑2 < 0.05   𝑘 = 100
𝑑2 ≥ 0.05        𝑘 = 0

 



 

𝐸 = 𝜏1𝑞̇1 + 𝜏2𝑞̇2 + 𝜏3𝑞̇3 + 𝜏4𝑞̇4 + 𝑚 + 𝑘 

 
This problem should be solved, once the obstacle 

and its motion are recognized. So, in this case, we need 
to make a compromise between the required time for 
optimization and the accuracy of the calculated goal 
function. To be more specific, in order to reduce the 
required time of optimization, the initial population of 
GA should be reduced. Meanwhile, to have a motion 
with the lowest energy consumption, the initial 
population should be increased to yield the optimal 
motion. So, the problem is solved, using various initial 
populations to find the motion with minimum time of 
optimization, as well as the minimum energy 
consumption. In order to solve the problem by second 
method, the inverse kinematic should be solved in each 
iteration. Due to the massive amount of calculation, 
extreme time is necessary to solve the optimization 
problem. Therefore, this method is disqualified.  But in 
the first method, the necessary time for optimization is 
more reasonable. As it is specified in table 3, the 
problem is solved for four different initial populations. 
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Table 3. First method Optimization Results 

=100popN =75popN =50popN =20popN 

Time Obj Value Time Obj Value Time Obj Value Time Obj Value 

77 6.4 92 4.98 61 8.31 12.3 7.66 1 

79 7.02 80 8.73 52 8.33 20.6 7.19 2 

78.9 7.45 69.8 9.67 60 6.51 24.9 19.16 3 

72.5 7.07 76 5.94 47 8.48 29.2 5.57 4 

75 5.96 74.5 5.95 38 5.87 26 13.83 5 

75 5.96 71.1 6.03 34 6.54 22.8 11.35 6 

82 4.82 73 4.75 69 5.69 17.6 5.68 7 

66 6.36 81.7 6.57 58 7.18 24.6 9.55 8 

126.6 6.67 83.9 7.86 48.2 8.06 19.8 10.63 9 

110 5.49 45 5.7 61.2 8.07 18.7 16.42 10 

87.1 6.22 74.7 6.62 52.84 7.30 21.65 10.71 Ave 

19.53 0.9 12.4 1.61 11.09 1.08 4.87 4.58 SD 

 

 As it may be seen in this table, increasing initial 
population results less objective function value in 
average. Moreover, the amount of standard deviation 
(SD) is reduced that shows the accuracy of solving the 
problem. Although increasing the initial population 
causes more mathematical calculation that needs more 
time to solve the problem. Figures 3 and 4 show 
objective function and time of solving the problem with 
respect to the amount of initial population, respectively. 

 

Figure 6. Resulted Objective value in different tests with 

different population numbers 

 

Figure 7. Solving time in different tests with different 

population numbers 

According to Table 3, high amount of objective 

values averages and variances with initial population of 

20 makes it a wrong decision. Also, high amount of 

necessary time for solving with initial population of 

100 and almost same results between 75 and 100 

population made 100 as an unsuitable choice for 

number of population. Moreover, the objective value 

and variance of two different optimization problems 

with 50 and 75 have small difference. Therefore 50 

would be better population number in order to 

minimize solving time and also have appropriate and 

accurate answer at the same time. After implementing 

the best optimized answer with least objective value 

(4.75), joint angles and afterward by solving forward 

kinematic, the answers can be seen in Figure 8. 
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Figure 8. Robot and obstacle motion 

 

Figure 9. Distance between moving obstacle and each arm 

part 

 The Figure 9 shows the minimum distance between 

moving obstacle and each arm part. As it can be seen, 

obstacle is avoided by the robot arm and the minimum 

amount of difference between robot arm and obstacle is 

0.05 which is obstacle’s ratio. Figure 10 shows the 

applied torque by the robot actuators and each motor 

and robot consumed energy can be seen in Figure 11 

and 12 respectively. 

 

Figure 10. Applied torque by the robot actuators 

 

 

Figure 11. Robot actuators consumed energy 

 

 

Figure 12. Total robot consumed energy 

In order to compare and evaluate optimized 

problem, each motors consumed energy is separated for 

straight line and optimized movements between 

specified points in Figure 13. 

 

Figure 13. Each motor consumed energy for straight and 

optimized motion 

As it can be seen in Figure 13 robot consumed 

energy is highly reduced. The avrage of optimization 

results show that this method reduces the consumed 

energy by 40 percents. Also as can be seen it reduced 

upto 60 percents. 

6. Conclusion 

In this paper, trajectory of a 4 DOF robotic arm has 

been generated by optimizing robot consumed energy 

and avoiding a moving obstacle. To do so, each joint 
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trajectory has been defined as a fourth order 

polynomial. Afterward, using a genetic algorithm, 

consumed energy has been optimized by the 

assumption of known initial and final position and zero 

velocity. In order to reduce the delay between the 

detecting the object and moving toward the goal 

position, it is desired to solve the optimization problem 

in minimum time. Therefore, the optimization problem 

was solved with different population number and each 

time it has been solved ten times in order to have an 

accurate response. The obtained results showed that the 

best number for the initial population in this problem is 

50. Finally, the optimal trajectory in terms of energy 

consumption was proposed.  
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